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Based on the DynaMoL (a Dynamic decision Model-
ing Language) framework, we examine the critical
issues in automated learning ofnumericalparameters
from large medical databases; present a Bayesian
methodfor learning conditionalprobabilitiesfrom da-
ta; analyze how to elicit prior probabilities from the
domain expert; and examine several important issues
onpre-processing raw datafor application in dynamic
decision modeling.

INTRODUCTION

In this work, we examine the critical issues in automat-
ed learning of probabilistic parameters from large
medical database. Our discussions are based on the
DynaMoL framework and a case study in the follow-
up of patients who have undergone colorectal cancer
surgery. We present a Bayesian method for learning
conditional probabilities from data for influence
views, a key representation structure in DynaMoL.

METHODS

Data Preprocessing
The data in a database may not be appropriate for ma-
chine learning directly. A few issues need to be
addressed before learning algorithms can be applied.
We propose a rule-based method for filling in missing
data, and deriving values for new variables in a deci-
sion model. For the data sparseness problem, we
propose data abstraction and model abstraction as a
solution.

Machine Learning
In Bayesian learning literature, the Dirichlet or Beta
distributions are commonly used as prior distributions
for model parameters. This strategy simplifies the
leaming process, because the inherent mathematical
properties allow these distributions to flexibly assume
various patterns in terms of locations, dispersions,
shapes, etc.

Exponents Assessment
A key issue here is how to assess exponents for Di-
richlet distributions. For dynamic decision making, we
extend the notion "equivalent information size" to a
dynamic version of the "equivalent sample size" tech-

nique. The progressing values of T provides a useful
reference framework to help the expert estimate the ex-
ponents. This is indicated by the slight pause that the
expert usually takes before assessing the exponents for
the first decision stage, and the progressive ease with
which values for subsequent decision stages are
derived.

LEARNING RESULTS

We performed a case study with the data ofabout 3801
Duke's Stage C colorectal cancer cases. Beta distribu-
tions are used as prior distributions for parameters
since all the events are binary. Some of the learned
probabilities are shown in Table 1.

Table 1: Prior information and posterior probabilities

E(O) E(O) STAGE STATE EOR EOM TR a+ a_

0.6200 0.3800 1 well N Y + 30 70
0.6010 0.3990 2 well N Y + 60 40
0.3836 0.6164 3 well N y + 60 40
0.6039 0.3961 4 well N Y + 65 35
0.6041 0.3959 5 well N Y + 70 30
0.6095 0.3905 6 well N Y + 80 20

CONCLUSIONS

Compared to its static counterpart, dynamic decision
analysis is much more complicated. Since the model
parameters vary with time, subjective assessments of
the numerical parameters may not be easily and accu-
rately achievable in dynamic decision models. Based
on the DynaMoL framework, we have developed a fea-
sible automated probabilities assessment paradigm
based on Bayesian learning, data abstraction, and
model abstraction. Preliminary results from a compre-
hensive case-study in a real-life medical domain have
demonstrated the practical promise for this approach.
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